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A brief intro: XAI in graph

Why?

• Deep graph models becoming more widespread

• Black-box graph models are the mainstream

Ø Graph Convolutional Network (GCN)

Ø Graph Attention Network (GAT)

Ø Graph Isomorphism Network (GIN)

Ø …

• Various concerns about model transparency

• Analyzing the influence of a single node or edge is not 

enough.
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Motivation

• The characteristics and properties within a graph or node tend to be jointly influenced by 
more than one high-order connected community of the graph. 

Ø To design an explanation method: Retain important nodes while avoiding irrelevant nodes.
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(a) Important substructure initialization phase 
Ø Search the single connected important substructure.
(b) Explanation exploration phase
Ø Provide a candidate set of explanations 
Ø Optimize the combination of different important substructures. 

Methodology 
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Important substructure initialization phase 

Root Node

Expansion-based Monte Carlo Tree Search 
(MCTS)

Ø Root Node: Empty graph
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Important substructure initialization phase 

Root Node

Expansion-based Monte Carlo Tree Search (MCTS)

Ø Root Node: Empty graph

Ø Expand within 1-hop neighbors of the associate 
substructure

Ø Choose the best children according to the
Shapley value

...
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Important substructure initialization phase 

Root Node

Expansion-based Monte Carlo Tree Search (MCTS)

Ø Root Node: Empty graph

Ø Expand within 1-hop neighbors of the associate 
substructure

Ø Leaf Node: The substructure reaches the 
maximum size predefined

Ø Backpropagation to update the previous nodes

...
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Important substructure initialization phase 
Expansion-based Monte Carlo Tree Search (MCTS)

Ø Root Node: Empty graph

Ø Expand within 1-hop neighbors of the associate 
substructure

Ø Leaf Node: The substructure reaches the 
predefined maximum size

Ø Backpropagation to update the previous nodes

Ø Important substructure set: All the
substructures in the MCTS

Root Node
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Explanation exploration phase
Expansion-based Monte Carlo Tree Search (MCTS)

Ø Root Node: Empty graph

Root Node Important
Substructure Set

...
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Explanation exploration phase
Expansion-based Monte Carlo Tree Search (MCTS)

Ø Root Node: Empty graph

Ø Expand an important substructure

Ø Leaf Node: The size reaches the threshold 

Root Node

...

Important
Substructure Set

Substructure-wise 
Tree Expansion

Substructure-wise 
Tree Expansion

...

Leaf Node
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Explanation exploration phase
Expansion-based Monte Carlo Tree Search (MCTS)

Ø Root Node: Empty graph

Ø Expand an important substructure

Ø Leaf Node: The size reaches the threshold 

Ø Backpropagation to update the previous nodes

Root Node
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Explanation exploration phase
Expansion-based Monte Carlo Tree Search 
(MCTS)

Ø Root Node: Empty graph

Ø Expand an important substructure

Ø Leaf Node: The size reaches the threshold 

Ø Backpropagation to update the previous nodes

Ø Explanation Candidate Set: All the leaf nodes

Root Node

...

Leaf Node
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Substructure-wise 
Tree Expansion

Substructure-wise 
Tree Expansion

...

Explanation Candidate Set
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Experiments 

Fidelity
Ø A higher fidelity demonstrates a

better explainability.
Ø SAME outperforms the SOTA

baselines among different tasks and
datasets.

Inference Time
Ø SAME consistently achieves much 

lower computational cost compared 
to GStarX and SubgraphX, reflecting 
its efficiency and robustness.
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Experiments 

MUTAG dataset
Ø SAME achieves to provide the 

explanations the same as the 
ground truth (-NO2) which are 
labeled by human experts. 

BA-2Motifs dataset
Ø SAME exactly finds the ground-

truth explanation (a 5-node-house-
structure motif) compared to other 
baselines.
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Experiments 

Graph-SST2 dataset
Ø SAME can well capture the adjectives-or-adverbs-like graph structures 

than other baselines. 
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Thanks for your attention!


