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DL Model
5 Motor tasks
2 Gambling tasks
2 Language tasks
8 WM tasks

2 Emotion tasks
2 Social tasks
2 Relational tasks

23 Task States Classification

Brain decoding in a data-driven fashion
Tim
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Motivation
• Interpretable brain decoding is a core aspect of understanding our brain.

Task-evoked fMRI

Current bottleneck
• DL models for brain decoding can achieves high decoding performance while suffering very poor 

interpretability.

• Interpretation methods for DL models are limited in brain decoding task.

Interpretable 
Method



Breaking the bottleneck
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Why the high decoding performance and high interpretability cannot be achieved at 
the same time by previous methods? 

p From the perspective of the representation of data

p From the perspective of model architecture

Diffusion Tensor Imaging 
(DTI) of the Brain

Common GNNs’ architecture with 
temporal processing module



Method
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Let � ⋅  denotes a well-trained graph classification model. We can assign � ROIs into distinct cortical networks � =
{�1, …, �17}. Ω ��  indicates the importance of the neural circuit ��.

NeurocircuitX
Ø provides a whole-brain and neural-circuit level explanation for each task state

STpGCN
Ø captures multi-scale temporal features and fuses the multi-level semantic information.

Ω �� =  1 − � � �� + �[� � − � � \ {��} ]

Breaking the bottleneck
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n ROIs ×  m frames

m frames
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5 Motor tasks
2 Gambling tasks
2 Language tasks
8 WM tasks
2 Emotion tasks
2 Social tasks
2 Relational tasks

Classification of 
23 tasks in 7 categories
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Interpretable decoding framework
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Decoding performance
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Interpretability
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Robustness and generalizability
Robustness

Generalizability



Thanks for your attention!


